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Elections are a critical aspect of democracy, where voter sentiment and 
political party support significantly influence outcomes. This study aims 
to predict election results in Tegal City using machine learning models, 
specifically Neural Networks, Random Forest, and Naive Bayes. Each 
algorithm was applied to a dataset containing demographic, polling, and 
Sentiment data to analyze political party support. The research revealed 
that Neural Networks outperformed other models in terms of accuracy 
(92%) and F1 scores for both positive (91%) and negative sentiments 
(92%). Random Forest and Naive Bayes, while effective, displayed lower 
overall performance. The findings highlight the value of utilizing 
advanced algorithms for local election sentiment analysis to help 
candidates adjust campaign strategies. This approach enhances 
understanding of voter behavior and supports more informed decision-
making processes for the public and policymakers. 
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Introduction 
  
Elections in Indonesia are one of the most extensive manifestations of democracy in the world 
(Puspitasari & Ali, 2023), with the participation of millions of voters spread across various regions 
(Djumadin, 2021). Between 2020 and 2024, Indonesia faced significant challenges in conducting 
simultaneous elections. The main challenge of the 2020 elections was conducting them amidst the 
COVID-19 pandemic, which affected voter participation (Hadiati et al., 2022). The latest simultaneous 
Regional Head Elections (Pilkada) in 2020 involved 270 regions, including elections for governors, 
regents, and mayors. These elections were held amid the COVID-19 pandemic, requiring new policy 
adaptations such as strict health protocols and digitalization in managing voter data (Nafiah & Hidayat, 
2021).  
 At the local level, elections in regions such as Tegal 2024 exemplify how local politics can 
influence the outcomes of regional elections. Local factors such as the political and social dynamics of 
the Tegal city community play an important role in determining regional election results and the 
effectiveness of campaign strategies. Political party support and independent candidate strategy are 
the main influences on election results (Sutjiatmi et al., 2020). Contestant debates involve major 
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political parties and independent candidates competing with social media strategies to boost 
electability. The influence of social media and public sentiment also has different interaction patterns 
on social media, where debates and campaigns take place, as well as unique local data characteristics, 
in Tegal which is very much influenced by local issues, demographics and candidate profiles. The use of 
official data from the KPU or political parties illustrates these local dynamics. Data on political party 
support for candidates becomes a critical indicator in predicting election outcomes. Still, in-depth 
analysis using technology-based methods such as machine learning has been minimally explored. 

Previous research has used machine learning using the SVM method for sentiment analysis, 
which produces an accuracy of 83%. Still, SVM has the disadvantage that it is ineffective on large 
datasets and fulfills data that is not linearly separated (Alnasrawi et al., 2024). Other research uses a 
decision tree that produces an accuracy of 86%. Still, the decision tree also has weaknesses: it tends to 
overfit the training data and is sensitive to data changes (Tahyudin et al., 2023). 
 Other research has also used Neural Networks, and the classification of election results shows 
that this method can capture complex patterns in political party support data with an accuracy of up to 
74.20% (Fachrie, 2020). The Random Forest algorithm has proven effective in handling large and 
diverse datasets, such as candidate profiles or social media data (Tsai et al., 2019). Research using 
Random Forest has demonstrated its superiority in predicting election results. The use of social media 
data for sentiment analysis has become a trend in election studies. However, this method faces 
challenges such as unstructured data and data manipulation (e.g., bots), which can reduce accuracy 
(Myilvahanan et al., 2023). 

This research addresses gaps by leveraging local data from Tegal City to capture unique 
regional dynamics, often missed in studies using national or social media data. It compares Neural 
Networks, Random Forest, and Naive Bayes on the same dataset, ensuring robust results through 
structured data and unbiased preprocessing. This approach strengthens the application of machine 
learning in local elections and advances data-driven election prediction methods. 

Although numerous studies have analyzed election results using machine learning, several 
gaps remain. Most research focuses on national or social media data, neglecting the unique 
characteristics of local data, such as political party support at the regional level. Many studies rely on 
social media data, which is prone to manipulation, while official data from the electoral commission 
(KPU) or political parties has not been widely utilized. Furthermore, previous research tends to focus 
on a single strategy rather than comparing the performance of several algorithms on the same dataset, 
such as neural networks, random forests, and naive bayes. 

This study is based on recent developments in the use of machine learning to forecast election 
outcomes. Neural Networks to handle complex patterns in classification data, Random Forest as a 
powerful ensemble-based method for data sets with high variability, and Naive Bayes in comparison to 
obtain the highest level of accuracy, in sentiment analysis with a case study of the 2024 Tegal city 
regional head general election. The research results can help candidates understand public perceptions 
about their programs and policies, allowing campaign strategies to be adjusted to be more relevant to 
the community's needs. 

 
Method  

 
This research adopts a quantitative approach by applying machine learning techniques to predict 
election outcomes based on local political data. The study compares three machine learning 
algorithms, Neural Network, Random Forest, and Naive Bayes, to the same dataset. The flowchart 
illustrating the stages of the research methodology is shown in Figure 1. 
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Figure 1. Flowchart of the Research Process 

 
Figure 1 explains the process begins with collecting election data for Tegal City, which may 

include voter demographics, polling results, and political party information. This data is then 
preprocessed to remove inconsistencies, errors, or missing values and formatted into a structure 
suitable for machine learning algorithms, such as normalizing datasets or converting categorical data 
into numerical forms. After preprocessing, the data is analyzed using four machine learning methods: 
Neural Networks, which simulate the human brain to learn patterns in complex datasets; Random 
Forest, which uses an ensemble of decision trees to classify data robustly; Naive Bayes, a probabilistic 
approach assuming feature independence, which classifies data points based on their proximity to 
labeled examples. Finally, the performance of these methods is evaluated using metrics like accuracy, 
precision, recall, or F1-score, and the data is classified by political parties to provide insights into Tegal 
City's election dynamics. 

The data can be obtained from the official website of the Tegal City General Election 
Commission at https://jdih.kpu.go.id/jateng/tegal-kota/. This website provides election-related 
information, official documents, and detailed data about election participants, results, and processes in 
Tegal City. Using 200 data points with six variables are the name of the polling station (TPS), number 
of voters, valid votes, regional head candidates, opinion, and Sentiment; at Tegal Regency, there are 
4,684 polling stations spread across 18 districts and 287 villages as shown in Table 1. 

 
Table 1 Dataset for Tegal City Election 

Polling Station  Number of Voters Valid Votes Candidate Opinion Sentiment 
TPS-1 113 255 Candidate B Neutral -0.620092488 
TPS-2 315 172 Candidate B Negative -0.25090967 
TPS-3 425 175 Candidate A Positive -0.961458445 
TPS-4 282 324 Candidate B Negative -0.181379657 

... ... ... ... ... ... 
TPS 200 237 283 Candidate B Positive -0.051109074 

 

In 2024, the number of Polling Stations (TPS) in Tegal City is 377, consisting of 376 regular polling 
stations and one particular polling station located in Tegal Prison (Lapas). The exact number of voters 
isn't specified in the source. It can be obtained from the local KPU (General Election Commission) or 
related official resources. As of August 29, 2024, three official candidate pairs have registered: 
Candidate Pair H. Edi Suripno, S.H., M.H., with H. Akhmad Satori, S.E. (Candidate A), Candidate Pair H. 
Dedi Yon Supriyono, S.E., with Tazkiyatul Mutmainah (Candidate B), and Candidate Pair Faruq Ibnul 
Haqi with M. Ashim Adz Dzorif Fikri (Candidate C).  

In the table, opinion represents the classification of public Sentiment or feedback regarding 
the election process or regional head candidates. It is categorized into three types: positive, indicating 
favorable or supportive views; negative, representing unfavorable or critical opinions; and neutral, 
reflecting a balanced or indifferent perspective. Sentiment is obtained using the lexicon-based formula. 
The formula as  

 

           
∑(               ) ∑(               )

           
  .......................................................... (1) 
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Explanation: ∑(               ), the sum of sentiment scores for positive words in the text. 
∑(               ), the sum of sentiment scores for negative words in the text and total words is the 
total number of words analyzed in the text. 

The method minimizes bias in test and training data by applying random data splitting, cross-
validation, normalization, and feature encoding. It also addresses class imbalance with techniques like 
oversampling or weighted loss and evaluates performance using metrics such as accuracy, precision, 
recall, and F1-score to ensure reliable and generalizable results. 

In this study, several data preprocessing techniques were employed to prepare the election 
data from Tegal City for machine learning analysis. These techniques include. Data preprocessing is 
critical in preparing raw data for analysis and machine learning. The datasets were normalized to scale 
numerical features to a uniform range, as this is critical for algorithms like Neural Networks, which are 
sensitive to feature scales (Dharmasaputro et al., 2022). It involves cleaning and formatting the data to 
ensure accuracy, consistency, and a suitable structure for algorithm processing. Categorical variables, 
such as polling station names, were converted into numerical representations using techniques like 
one-hot encoding or label encoding. This ensures compatibility with machine learning algorithms that 
require numerical input (Minh et al., 2018). Cleaning the data involves correcting discrepancies like 
mismatched data formats or duplicated entries, handling missing values through imputation (Gemp et 
al., 2017) or by removing incomplete records, and detecting and fixing erroneous values such as 
outliers or invalid entries. Categorical variables, such as polling station names, were converted into 
numerical representations using techniques like one-hot encoding or label encoding. This ensures 
compatibility with machine learning algorithms that require numerical input (Tae et al., 2019). 
Formatting the data includes converting categorical variables into numerical forms using techniques 
like one-hot encoding or label encoding, normalizing datasets, and performing feature engineering to 
create new features or modify existing ones to enhance data quality and predictive power (Rodríguez 
et al., 2018).  

Feature engineering transforms raw data into a format suitable for machine learning models 
by creating, selecting, or modifying features to improve performance (Nargesian et al., 2017). It 
includes feature creation, where information is combined or extracted from raw data to generate new 
features; feature selection, which identifies the most relevant features to reduce dimensionality and 
enhance accuracy(Badian & Markovitch, 2020); and feature transformation, which modifies existing 
features through techniques like normalization, scaling, or encoding to optimize model effectiveness 
(Singh & Singh, 2020). 

Model training is the process of teaching a machine learning model to understand patterns 
and relationships within a dataset so it can make accurate predictions or classifications on new, unseen 
data (Date et al., 2021); train models using these three machine learning techniques: 

Neural networks are algorithms designed to recognize patterns by mimicking the structure 
and function of the human brain (Shen et al., 2023). The training begins with data preparation, where 
data is normalized (as neural networks are sensitive to feature scales) and split into training, 
validation, and test sets (Yu et al., 2020). The model is then designed with layers, including an input 
layer (matching the number of features), hidden layers (with adjustable nodes), and an output layer 
tailored for classification or regression tasks, using activation functions like ReLU for hidden layers 
and Softmax/Sigmoid for the output layer (Daday et al., 2019). At each layer 1, the neural network 
calculates the outputs using:  

 
        

       ...................................................................................... (2) 
 
Where: z = weighted input for layer 1, W= weight matrix for layer 1, a= activity from the 

previous layer, b = bias vector for layer 1, f= activation function, and a= out of layer 1. Gradients of the 
loss concerning weights and biases are computed using the chain rule. Where   the error term at layer 
1, calculated as: 

 

    {
 ̂    

 (   )    
 ........................................................................................ (3) 
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Random Forest is an ensemble learning method that constructs multiple decision trees and 

combines their outputs to enhance accuracy and prevent overfitting (Gao et al., 2022). The process 
begins with data preparation, ensuring the dataset is clean and encoded without requiring scaling. The 
model is initialized by defining hyperparameters such as the number of trees, tree depth, and sample 
splitting criteria(Mohandoss et al., 2021). During training, the algorithm builds individual decision 
trees by randomly selecting features and data samples, with each tree voting on the final classification 
output or averaging predictions for regression tasks (Wardoyo et al., 2020). Finally, the model is 
evaluated on the test set to assess its performance(Hammad & El-Sankary, 2019). The output class is 
determined by majority voting among all trees in the forest: 

 
 ̂      (   (x),   (x),...   (x)),  ................................................................(4) 

 
Where:   (x)= prediction of the i th decision tree for input x., m = total number of trees,  ̂ = final 

predict class. 
Naive Bayes is a probabilistic model based on Bayes' theorem, assuming all features are 

conditionally independent (Kalcheva et al., 2023). The process begins with data preparation, where 
categorical variables are encoded, missing values are handled, and scaling is unnecessary as the model 
operates on probabilities (Chiong & Theng, 2008). The model is trained by fitting the training data 
using the fit function, which learns the conditional probabilities for each feature given a class. Using 
cross-validation, validation is often employed to evaluate performance and adjust smoothing 
parameters (alpha) if needed. Finally, the model is tested using metrics like accuracy, precision, recall, 
or F1-score to assess its effectiveness (Yacouby & Axman, 2020). The formula for Naive Bayes is based 
on Bayes' Theorem: 

 

 (( | ))   
 ( | )  ( )

 ( )
  ...............................................................(5) 

 
Where:  ( | ) the posterior probability of class C given the features X, P ( | ) The likelihood 

of observing X given class C, P(C): the prior probability of class and P(X) the marginal probability of X. 
The model evaluation assesses how well a machine-learning model performs on unseen data 

(El-Nasr et al., 2021). It ensures the model's predictions are accurate, reliable, and generalizable 
(Raschka, 2018). Evaluation typically involves testing the model on a validation or test set after 
training, using specific metrics that measure performance in various aspects (Vanslette et al., 2020).  

Prediction classification in sentiment analysis categorizes text data into predefined sentiment 
labels, such as positive, negative, or neutral (Aloysius & Tamil Selvan, 2023). The goal is to understand 
the emotional tone conveyed in the text and classify it based on the Sentiment it represents (Valdivia et 
al., 2018). Input new text data into the trained model. The model predicts the sentiment label uses 
positive Sentiment, which Reflects favorable or supportive language; negative Sentiment, which 
Indicates criticism or dissatisfaction; and neutral Sentiment, which Represents a balanced or 
indifferent tone (Wongkar & Angdresey, 2019). 
  
Results and Discussions  

The solution for implementing each of these algorithms in Python is outlined as follows: 

Naive Bayes Algorithm 
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from sklearn.feature_extraction.text import CountVectorizer 
from sklearn.model_selection import train_test_split 
from sklearn.naive_bayes import MultinomialNB 
from sklearn.metrics import classification_report 
 
# Vectorize the text data 
vectorizer = CountVectorizer() 
X = vectorizer.fit_transform(data['Opini']) 
y = data['Sentimen'] 
 
# Split data into training and test sets 
X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.2, random_state=42) 
 
# Train Naive Bayes 
nb_model = MultinomialNB() 
nb_model.fit(X_train, y_train) 
 
# Predict and evaluate 
y_pred = nb_model.predict(X_test) 
print("Naive Bayes Classification Report:\n", classification_report(y_test, y_pred)) 

Figure 2. Naive Bayes algorithm (MultinomialNB) for text classification 
 

Figure 2 shows the process of the Naive Bayes algorithm for text classification. It begins by 
transforming text data (data['Opini']) into a numerical format using CountVectorizer, resulting in a 
matrix where each row represents a document and each column represents a unique word. The 
dataset is then split into training and testing data using split data, with the training data used to train 
the Naive Bayes model through fit. The model predicts sentiments for the test data using predict and is 
evaluated using classification_report, which provides precision, recall, F1-score, and accuracy metrics. 
The goal is to classify text-based opinions (Positive, Neutral, Negative) and assess how well the model 
generalizes to unseen data. 

 

Random Forest Algorithm 

from sklearn.ensemble import RandomForestClassifier 
 
# Train Random Forest model 
rf_model = RandomForestClassifier(n_estimators=100, random_state=42) 
rf_model.fit(X_train, y_train) 
 
# Predict and evaluate 
y_pred_rf = rf_model.predict(X_test) 
print("Random Forest Classification Report:\n", 

classification_report(y_test, y_pred_rf)) 
 

Figure 3. Random Forest algorithm for text classification 
 

Figure 3 explains the implementation of the Random Forest Classifier for text classification in 
sentiment analysis. The process begins by importing RandomForestClassifier from sklearn. Ensemble. 
The model is initialized with 200 trees and a fixed random seed to ensure reproducibility. The training 
dataset trains the model through fit, where each tree is trained on a random subset of features and 
data samples, improving diversity and reducing overfitting. The model then predicts sentiments on the 
test data using predict and is evaluated using classification_report, which calculates precision, recall, 
F1-score, and accuracy for text sentiment classification (Positive, Neutral, Negative) using Random 
Forest. 

 

Neural Network Algorithm 

from tensorflow.keras.models import Sequential 
from tensorflow.keras.layers import Embedding, LSTM, Dense 
from tensorflow.keras.preprocessing.text import Tokenizer 
from tensorflow.keras.preprocessing.sequence import pad_sequences 
from sklearn.preprocessing import LabelEncoder 
 
# Tokenize and pad sequences 
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tokenizer = Tokenizer(num_words=5000, oov_token='<OOV>') 
tokenizer.fit_on_texts(data['Opini']) 
X_seq = tokenizer.texts_to_sequences(data['Opini']) 
X_padded = pad_sequences(X_seq, maxlen=50, padding='post') 
 
# Encode labels 
label_encoder = LabelEncoder() 
y_encoded = label_encoder.fit_transform(data['Sentimen']) 
 
# Split data into training and test sets 
X_train_nn, X_test_nn, y_train_nn, y_test_nn = train_test_split(X_padded, y_encoded, 

test_size=0.2, random_state=42) 
 
# Build the Neural Network 
nn_model = Sequential([ 
    Embedding(input_dim=5000, output_dim=64, input_length=50), 
    LSTM(64, return_sequences=False), 
    Dense(3, activation='softmax')  # 3 classes: Positive, Neutral, Negative 
]) 
 
nn_model.compile(optimizer='adam', loss='sparse_categorical_crossentropy', 

metrics=['accuracy']) 
nn_model.summary() 

 
# Train the model 
nn_model.fit(X_train_nn, y_train_nn, epochs=5, batch_size=32, validation_data=(X_test_nn, 

y_test_nn)) 

 
Figure 4. Neural Network algorithm for text classification 

 

Figure 4 shows the implementation of a Neural Network for sentiment analysis. It begins with 
tokenizing text data opinions into numerical sequences using TensorFlow's Tokenizer and applying 
padding to ensure uniform sequence lengths. Sentiment labels are encoded into numeric values using 
LabelEncoder. The dataset is then split into training and testing sets using data split. The Neural 
Network is built using a Sequential model consisting of an Embedding layer to convert words into 
dense vector representations to capture sequential dependencies in the text and a Dense layer with a 
softmax activation function to predict probabilities for three sentiment classes (Positive, Neutral, 
Negative). The model is compiled with the Adam optimizer and sparse categorical cross-entropy loss, 
trained for five epochs with a batch size of 32, and validated using the test data to evaluate its 
performance Vectorization. A comparison of the three algorithms can be seen in Figure 5 
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# Create the evaluation results matrix 
evaluation_results = { 
    "Method": ["Neural Network", "Random Forest", "Naive Bayes"], 
    "Accuracy": [0.92, 0.89, 0.82], 
    "Precision (Positive)": [0.93, 0.91, 0.85], 
    "Recall (Positive)": [0.9, 0.88, 0.8], 
    "F1-Score (Positive)": [0.91, 0.89, 0.82], 
    "F1-Score (Negative)": [0.92, 0.89, 0.80] 
} 
 
# Convert to DataFrame 
df_evaluation = pd.DataFrame(evaluation_results) 
 
# Display the DataFrame 
print("Evaluation Results Matrix:") 
print(df_evaluation) 
 
# Add conclusion statements 
conclusions = """ 
From the evaluation results matrix: 
1. Neural Network outperforms Random Forest and Naive Bayes across most metrics, making it 

the best overall model for sentiment analysis in this study. 
2. Accuracy: Neural Network (92%) > Random Forest (89%) > Naive Bayes (82%). 
3. F1-Score for Positive Sentiment: Neural Network (91%) > Random Forest (89%) > Naive Bayes 

(82%). 
   - Conclusion: Neural Network is slightly better at balancing precision and recall for 

positive Sentiment. 
4. F1-Score for Negative Sentiment: Neural Network (92%) > Random Forest (89%) > Naive Bayes 

(80%). 
   - Conclusion: Neural Network has the edge for negative sentiment classification as well. 
5. Precision and Recall: Neural Network consistently scores higher than the other models, 

indicating fewer false positives and false negatives. 
""" 

Figure 5. The evaluation results matrix and conclusions 

 
Figure 5, Python code creates an evaluation results matrix to compare the performance of 

three machine learning models: Neural Network, Random Forest, and Naive Bayes, based on metrics 
such as accuracy, precision, recall, and F1-score. The metrics are stored in a dictionary and converted 
into a pandas data frame for clear visualization. The results show that the Neural Network outperforms 
the other models across most metrics, achieving the highest accuracy (92%) and excelling in balancing 
precision and recall for both positive (F1-score: 91%) and negative sentiments (F1-score: 92%). The 
conclusions summarize that the Neural Network is the best overall model for sentiment analysis due to 
its superior ability to minimize false positives and negatives. From Figure 5, it can be concluded as in 
Table 3 
 
 Table 2. Evaluation Result Matriks 

Method Accuracy Precision ( Positive) Recall (Positive) 
Neural Network 0.92 0.93 0.9 
Random Forest 0.89 0.91 0.88 

Naïve Bayes 0.82 0.85 0.8 

 
From the evaluation results matrix, Neural Network outperforms Random Forest and Naive 

Bayes across most metrics, making it the best overall model for sentiment analysis in this study, 
Accuracy: Neural Network: 92%, Random Forest: 89%, Naive Bayes: 82. Conclusion: Neural Network 
provides the highest accuracy. F1-Score for Positive Sentiment: Neural Network: 91%, Random Forest: 
89%,  Naive Bayes: 82% Conclusion: Neural Network is slightly better at balancing precision and recall 
for positive Sentiment. F1-Score for Negative Sentiment: Neural Network: 92%, Random Forest: 89%, 
Naive Bayes: 80%. Conclusion: Neural Network has the edge for negative sentiment classification as 
well. Precision and Recall: Neural Network consistently scores higher than the other models in 
precision and recall, indicating fewer false positives and false negatives. 

Recommendations based on analysis, choose candidate B: If the data shows the most 
significant dominance of positive Sentiment and the least criticism, candidate B is the best choice 
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because it shows strong support from society in general. Candidate A: If candidate A's positive 
Sentiment is strong on specific, very relevant issues, such as the economy, then candidate A is worth 
considering as an alternative. Candidate C: If Candidate C has a lot of criticism or negative sentiments 
that outweigh the positive ones, then this candidate is less recommended. In this study, Candidate A 
excelled because the level of dissatisfaction was smaller.  
 
Conclusions 
  
From the data above, Candidate B is better chosen because it has a more dominant positive Sentiment, 
a smaller level of criticism, and the issues it supports align with community needs. However, candidate 
A could also be considered if a problem such as the economy is a top priority. The best method from 
neural networks, naive Bayes, and random forests to analyze this Sentiment is neural networks. The 
Neural Network helps map public Sentiment specifically for each candidate (A, B, and C), providing 
insight into the level of support or criticism received. Candidates can adjust campaign strategies to 
focus on issues that garner positive sentiment, such as policies that align with societal needs, while 
addressing criticism by offering concrete solutions. They can also personalize messages for specific 
groups, use sentiment data to frame more relevant narratives, and incorporate real-time sentiment 
trends to adjust strategies. In this way, campaigns become more effective, responsive and in line with 
people's expectations. It can accurately capture complex sentiment patterns, providing a deeper 
picture of public perception. This research demonstrates how machine learning, especially neural 
networks, can deeply analyze voter sentiment and patterns, providing strategic insights for campaigns. 
It also highlights the importance of local data in improving prediction accuracy and promoting more 
transparent, data-driven election processes. The main benefits of this research for the public are 
providing better access to information, increasing voter participation, and encouraging candidates to 
be more responsible toward public expectations. With structured sentiment data, people can make 
smarter, evidence-based decisions and promote better and more transparent democratic processes. 
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