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There are there are more and more varieties of music, especially if you 
made the music with guitar. There are also many and variety key 
combinations for the guitar chord. This is usually taken into consideration 
by beginners who are just learning to play the guitar to make their own 
music. Music also must made by feeling for the tone itself, and everyone 
has a different feel. Beginners usually see references from existing songs 
to made their own music. They usually make it in any key or chord that 
they want. But they also need inspiration or suggestions for the next key 
or chord to use from the key or chord they specified. In this study, we 
propose a way for beginners to find a combination of chords that can be 
used to make their own first music. From the results of this study, it was 
found that of the many songs in the database that were released in the 
1990s to 2000s, most of them used three combinations of chords Am, Em 
and G. These three combinations were the combinations that most often 
appeared in songs. These three keys can become the user's favourites to 
be used as a basis for making songs or just to find inspiration from songs 
from the 1990s to 2000s. 
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Introduction 
 
Music is the result of human behaviour among many other human cultures which is interesting because 
music plays a very large role in various cultures. Music is a means of fulfilling human needs in the desire 
for art and creativity. From a social point of view, making music into a song can be said to be a mirror of 
the social order that existed in society when the song was composed. Songs also can influence listeners 
in to doing something that proposed inside the lyrics of the music. In general, Indonesian singers, music 
groups or musicians really like to produce songs with their own style. 
  Music according to Phetorant (Kharisma, 2021) is a combination or collection of frequencies 
that can be heard. Referring to the definition above, the scope of music is very broad. The function of 
music is also very diverse in life. As entertainment, art music, economy, industry (be it tourism, 
advertising, television), education, film music and others.  
  Songs have their respective difficulty levels to play or to rearrange. Making a song also has its 
own level of difficulty. It can depend on the genre, lyrical vocabulary, even the feel of the songwriter. 
Making songs, of course, must understand what is called tone. Some of the basic notes in the song need 
to be learned so that it can determine what the song will be made of. To express music, tools or 
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instruments are needed to support the music itself. There are rhythmic instruments, melodic, and a 
combination of the two. One of the instruments used to express music is the guitar (Gredy Aprianno 
Penciptaan Seni Musik Bara & dan Pengkajian, 2020). 
  The difficulty in making songs is having to memorize guitar chords or existing notes. For some 
people who have often or know various kinds of tones, it will be easier to make songs. All that is left is to 
adjust the genre, feel, and how creative that person is. But for beginner who just starting to learn songs, 
this would be a significant difficulty. Because they do not understand the feel and rotation of the chords 
on the guitar. There are a lot of notes that are interconnected and it would be a beautiful tune if played 
in sequence. But again, we must understand what tone is used and must be played in sequence. Being 
able to memorize some basic chords is also a very valuable capital for making a song. 
  A very common thing experienced by someone who can or is just learning to play the guitar is 
wanting to know the chords of the song he wants to play. But having basic chords sometimes is not 
enough. If the guitar player has been learning and playing guitar for a long time, the feel of finding the 
tone of a song might be easy to get. So just by hearing his admiration, the guitar player already knows 
what chords to play. If the guitar player is just learning to play the guitar, he will need more guitar chord 
arrangements from other people. 
  To gain access for those guitar chord arrangements, we can learn the pattern from existing song. 
If we can learn the pattern, we can gain the information pattern combination item set from guitar chord 
arrangements from existing song. Mining algorithm of association rules is one of the most   popular   
methods of   emerge   from   large databases  and   get  association  rules  so  that   new knowledge  is  
discovered (Alfianzah et al., 2020; Irfiani, 2019; Sari et al., 2020).   
  Apriori algorithm is one of the most influential algorithms in the field of association rule mining. 
At present, many algorithms are improved or extended based on Apriori algorithm. Apriori algorithm 
uses the iterative method of layer-by-layer search to find frequent itemsets in transaction database 
(Henry et al., 2022; Le, 2022). 
  Association rules or affinity analysis are concerned with the study of "what goes with what". An 
example could be in the form of a transaction study at a cafe, for example someone who buys coffee also 

buys toast (Ilmiah & Grafis, n.d.; Samuel et al., 2022). In this case it means coffee along with toast. Because 
it originally came from a study of customer transaction databases to determine the habits of a product 
purchased with what product, association rules are also often called market basket analysis. 
  Association rules want to provide this information in the form of an “if-then” or “if-then” 
relationship. This rule is calculated from probabilistic data. Association analysis is also known as a data 
mining method that forms the basis of various other data mining methods. One stage of association 
analysis called frequent pattern mining has attracted the attention of many researchers to produce 
efficient algorithms. 
  The importance of an associative rule can be determined by two parameters, support (support 
value), which is the percentage of combinations of these items. in the database and confidence (certainty 
value), namely the strength of the relationship between items in associative rules (Idris et al., 2022; 
Rumui et al., 2022). Association analysis is defined as a process to find all associative rules that meet the 
minimum requirements for support (minimum support) and minimum requirements for confidence 
(minimum confidence) (Fenny Syafariani, 2022; Pan, 2021). 
  Based on this algorithm, this study shows that this algorithm is the most efficient way to find  
frequent  items, which is the guitar chord arrangements needed based on the era of the existing song. In 
this paper, an analysis of data associations will be made with the apriori algorithm for decision support 
systems for guitar chord correlation applications with the era of song releases using PHP programming 
and data collection with MySQL which can be a solution for all those who are new to the field of music 
and are eager to create or compile tone by paying attention to the music that existed in the past in order 
to be inspired and succeed in making a work in the form of a song. 
 
Method  
 
There are several algorithms that have been developed regarding association rules, but there is one 
classic algorithm that is often used, namely the apriori algorithm. The basic idea of this algorithm is to 
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develop frequent itemsets. By using one item and recursively expanding the frequent itemset with two 
items, three items and so on up to a frequent itemset of all sizes. 
  To develop frequent sets with two items, you can use frequent set items. The reason is that if the 
set of one item does not exceed the minimum support, then any larger itemset size will not exceed that 
minimum support. In general, developing sets with fc-items uses the frequent set with k–1 items 
developed in the previous step. Each step requires one check of the entire contents of the database. 
In the association there are terms antecedent and consequent, antecedent to represent the "if" and 
consequent to represent the "then". In this analysis, the antecedent and consequent are a group of items 
that have no relationship together. 
  Of the large number of rules that may be developed, it is necessary to have rules that are strong 
enough for the level of dependence between items in the antecedent and consequent. To measure the 
strength of this association rule, support and confidence measures are used. Support is the ratio between 
the number of transactions that contain the antecedent and consequent and the number of transactions. 
Confidence is the ratio between the number of transactions that include all items in the antecedent and 
consequent to the number of transactions that include all items in the antecedent. 
  The first step of the a priori algorithm is, the support of each item is calculated by scanning the 
database (Dewi Sri Mulyani et al., 2021; Yustiana et al., 2021). After support for each item is obtained, 
items that have support greater than minimum support are selected as high-frequency patterns with 
length 1 or often abbreviated as 1-itemset. The abbreviation k-itemset means a set consisting of k items. 
  The second iteration produces a 2-itemset, each of which has two items. First, a 2-itemset 
candidate is created from a combination of all 1-itemsets. Then for each of these 2-itemset candidates 
the support is calculated by scanning the database. Support means the number of transactions in the 
database containing both items in the 2-itemset candidate. After the support of all 2-itemset candidates 
is obtained, the 2-itemset candidates that meet the minimum support requirements can be designated 
as 2-itemset which is also a high-frequency pattern with a length of 2. 
For the next iteration, the kth iteration can be further divided into several parts: 
  The k-itemset candidate is formed from the combination of (k-1)-itemset obtained from the 
previous iteration. One characteristic of the a priori algorithm is the pruning of k-itemset candidates 
whose subsets containing k-1 items are not included in a high-frequency pattern with length k-1. 
  Support for each k-itemset candidate is obtained by scanning the database to calculate the 
number of transactions that contain all items in the k-itemset candidate. This is also a feature of the a 
priori algorithm, which requires calculations by scanning the entire database as long as the longest k-
itemset. 
  High-frequency patterns that contain k items or k-itemsets are determined from k-itemset 
candidates whose support is greater than the minimum support. Then calculate the confidence of each 
item combination. 
  The iteration stops when all items have been counted until there are no more item combinations. 
In summary, the a priori algorithm is as follows: 
 
Create L1 = set of supported itemsets of cardinality one 
Set k to 2 
while (Lk−1 _= ∅) { 
 Create Ck from Lk−1 
 Prune all the items sets in Ck that are not supported, to create Lk 
 Increase k by 1 
} 
The set of all supported itemsets is L1 ∪ L2 ∪ · · · ∪ Lk 
 
  Besides the a priori algorithm, there are also other algorithms such as FP-Growth. The difference 
between the a priori algorithm and FP-Growth is the number of database scans. The apriori algorithm 
scans the database every time it iterates, while the FP-Growth algorithm only does it once at the 
beginning. 
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  A priori is an algorithm to perform frequent itemsest searches to get association rules. As the 
name implies, this algorithm uses prior knowledge regarding previously known frequent itemset 
properties, to process further information. Apriori uses an iterative approach which is also known as 
level-wise search where k-itemset is used to search for (k+1)-itemset. 
  Association analysis is also known as one of the data mining techniques that forms the basis of 
various other data mining techniques (Saefudin et al., 2022; Xie, 2021). One stage of association analysis 
called frequent pattern mining has attracted the attention of many researchers to produce efficient 
algorithms. 
  The basic methodology of association analysis is divided into two stages (Ariestya et al., 2019; 
Wang & Gao, 2021): 
High-frequency pattern analysis. This stage looks for item combinations that meet the minimum 
requirements of the support value in the database. The support value of an item is obtained by the 
following formula: 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝐴) =   
(𝑇ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 𝐴)

(𝑇𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛 𝑡𝑜𝑡𝑎𝑙𝑠)
 (1) 

 
while the support value of the 2 items is obtained from the following formula: 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝐴 ∩ 𝐵) =
(𝑇ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 𝐴 𝑎𝑛𝑑 𝐵)

(𝑇𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛 𝑡𝑜𝑡𝑎𝑙𝑠)
 (2) 

 
  Formation of associative rules. After all high-frequency patterns are found, then the associative 
rules that meet the minimum requirements for confidence are sought by calculating the confidence of 
associative rules A › B The confidence value of rules A › B is obtained from the following formula: 

𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 (𝐵│𝐴) =
(𝑇ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 𝐴 𝑎𝑛𝑑 𝐵)

(𝑇ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 𝐴)
 (3) 

 
The trimming process is the result of items that have been combined and then trimmed using the 
minimum support specified by the user. 
 
Results and Discussions  
 
The experiment was conducted on a total of 195 songs released in the 1990s to 2000s. Out of a total of 
195 songs, there are 24 chords composing each song. In detail, the basic chord data can be seen in table 
1 and the song data and its arrangement can be seen in table 2. 
 

Table 1. Basic Chord 
ID NAMA 
1 A 
2 Am 
3 A# 
4 B 
5 Bm 
6 Bb 
7 C 
8 Cm 
9 C# 

10 C#m 
11 D 
12 Dm 
13 D# 
14 D#m 
15 E 
16 Em 
17 F 
18 Fm 
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19 F# 
20 F#m 
21 G 
22 Gm 
23 G# 
24 G#m 

 
 

 
Table 2. Some of the Song List 

ID 
LAGU 

JUDUL LAGU KUNCI LAGU TAHUN 

17 /Rif - Loe To Ye D A Bm G D A Bm G 1990an 
18 /Rif - Raja G Em D C G Em D G 1990an 
19 Agnes Monica - Cinta Diujung 

Jalan 
C Am G D C C Am C D Bm Am C D C D Em 1990an 

20 Akademi Fantasi - Menuju Puncak G C G D Bm C D 1990an 
21 Aldi Bragi - Janji Am F D E Am Em F C E A G D A F E 1990an 
22 Andre Hehanusa - Kutahu Engkau 

Begitu 
G D Em C D Bm Em Am Bm C D C Bm Am D 1990an 

23 Anggun - Mimpi C G Am Em F D G Am B C C Em F Am G B C C Em Am G F Em D G C 
Am Em F C C F Am G Em F D G 

1990an 

24 Asbak band - Ternyata Salah 
Mengenalmu 

G D C G Am D G D Am Em C G Am Em C D 1990an 

25 Base Jam - Bukan Pujangga C Em F G Am F Am G Am Em F G 1990an 
26 Bebi Romeo - Bunga Terakhir Am G F Em Dm G C Bm E C Bm E Am Gm C F Em Dm F G 1990an 
27 Boomerang - Pelangi Em G Bm C G D C D G D Bm C Em C Em C D 1990an 
28 Broery marantika - Jangan Ada Dusta 

Diantara Kita 
C G Am F Em Dm G Am Em F C Am Em F D G F C G C 1990an 

29 Caffeine - Hidupku Kan 
Damaikan Hatimu 

C Am F C Am Em F C Bm F#m G D 1990an 

30 Chrisye - Pergilah Kasih C F G C Am Dm F G C G Am F C G Dm C F G C 1990an 
31 Desy Ratnasari - Tenda Biru Am F G Am Am E Am A Dm Am B E Dm Am E Am 1990an 
32 Dewa 19 - Kamulah Satu - Satunya F C Am G C Am G F C Am G F Am 1990an 
33 Dewa 19 - Satu Hati G Em C D Em C G D D Em C D Em G Am C 1990an 
34 Dewa 19 - Tak Kan Ada Cinta Yang 

Lain 
Am F G Em F C E Am Dm G Em F C G C 1990an 

35 Dewa 19 - Cemburu G D Em Em D C Em D B Em C D G A# Gm A# C Am Cm 2000 
36 Dewa 19 - Pupus G D Em C G Am C D G C C D Am G D C G A D G D Em D C Cm 2002 
37 Dewa 19 - Kirana Am F G Dm Am F G Bb Dm F C Am G Em D# Bb F C G Em G D Bm 

A F#m Bm G A Em Bm G A C C F Am C 
1990an 

38 Dewa 19 - Risalah Hati Am Em F G F Em Dm G F G Em A Dm Em F G 2000 
39 Dr PM - Damai Mimpi C G Em D Am D G C G D Em C C D Em 

F#m Am 
1990an 

40 Dr PM - Pernah Mencoba C B F G Dm C G Dm F C G F F C 1990an 
41 Dygta - Karena Ku Sayang Kamu C Am Dm G F G Em Am Dm G D F G 1990an 

 
 
Based on these chord data, an apriori process is then carried out in order to obtain the rules with the 
highest support and confidence values. From the experimental results using the entire song, the most 
dominant chords are G, Am and Em. The value of support from the chord is: 
 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝐺) =   (𝑇ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑜𝑛𝑔𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛 𝐺)/(𝑆𝑜𝑛𝑔 𝑡𝑜𝑡𝑎𝑙𝑠) = 168/195 = 0,86 
 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝐴𝑚) =   (𝑇ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑜𝑛𝑔𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛 𝐴𝑚)/(𝑆𝑜𝑛𝑔 𝑡𝑜𝑡𝑎𝑙𝑠) = 128/195 = 0,65 
 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝐸𝑚) =   (𝑇ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑜𝑛𝑔𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛 𝐸𝑚)/(𝑆𝑜𝑛𝑔 𝑡𝑜𝑡𝑎𝑙𝑠) = 126/195 = 0,64 
 
From the results of the calculation above, if a minimum support value of 0.4 is used, the three chords can 
be processed in the calculation of itemset 2. The next process is the calculation of the value of itemset 2. 
Because the results of itemset 1 are obtained, the three chords have a higher support value than the 
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value minimum support, then the three chords are combined. The results of the calculation of the 
combination of the three chords are as follows: 
 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝐺 𝑎𝑛𝑑 𝐴𝑚) =   (𝑇ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑜𝑛𝑔𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛 𝐺 𝑎𝑛𝑑 𝐴𝑚)/(𝑆𝑜𝑛𝑔 𝑡𝑜𝑡𝑎𝑙𝑠) = 122/195
= 0,62 

 
𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝐺 𝑎𝑛𝑑 𝐸𝑚) =   (𝑇ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑜𝑛𝑔𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛 𝐺 𝑎𝑛𝑑 𝐸𝑚)/(𝑆𝑜𝑛𝑔 𝑡𝑜𝑡𝑎𝑙𝑠) = 121/195

= 0,62 
 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝐴𝑚 𝑎𝑛𝑑 𝐸𝑚) =   (𝑇ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑜𝑛𝑔𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛 𝐴𝑚 𝑎𝑛𝑑 𝐸𝑚)/(𝑆𝑜𝑛𝑔 𝑡𝑜𝑡𝑎𝑙𝑠) = 96/195
= 0,49 

 
Because the support value of the combination of the three chords meets the minimum support value, the 
itemset can be continued into the next itemset. It is just that because itemset 2 consists of only 1 
combination, namely the combination Am, G and Em, the itemset calculation process is stopped. The next 
process is to form a priori rules from the available itemsets. Each rule then calculates its confidence 
value as follows: 
 

𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 (𝐸𝑚│𝐺 𝑎𝑛𝑑 𝐴𝑚) =
(𝑇ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 𝐺, 𝐴𝑚 𝑎𝑛𝑑 𝐸𝑚)

(𝑇ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 𝐺 𝑎𝑛𝑑 𝐴𝑚)
= 93/122

= 0,7622950819672131 
 

𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 (𝐴𝑚│𝐺 𝑎𝑛𝑑 𝐸𝑚) =
(𝑇ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 𝐺, 𝐴𝑚 𝑎𝑛𝑑 𝐸𝑚)

(𝑇ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 𝐺 𝑎𝑛𝑑 𝐸𝑚)
= 93/121

= 0,768595041322314 
 

𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 (𝐺│𝐸𝑚 𝑎𝑛𝑑 𝐴𝑚) =
(𝑇ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 𝐺, 𝐴𝑚 𝑎𝑛𝑑 𝐸𝑚)

(𝑇ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 𝐸𝑚 𝑎𝑛𝑑 𝐴𝑚)
= 93/96

= 0,96875 
 

𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 (𝐴𝑚 𝑎𝑛𝑑 𝐸𝑚│𝐺) =
(𝑇ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 𝐺, 𝐴𝑚 𝑎𝑛𝑑 𝐸𝑚)

(𝑇ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 𝐺)
= 93/168

= 0,5535714285714286 
 

𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 (𝐺 𝑎𝑛𝑑 𝐸𝑚│𝐴𝑚) =
(𝑇ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 𝐺, 𝐴𝑚 𝑎𝑛𝑑 𝐸𝑚)

(𝑇ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 𝐴𝑚)
= 93/128

= 0,75 
 

𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 (𝐺 𝑎𝑛𝑑 𝐴𝑚│𝐸𝑚) =
(𝑇ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 𝐺, 𝐴𝑚 𝑎𝑛𝑑 𝐸𝑚)

(𝑇ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 𝐸𝑚)
= 93/126

= 0,7619047619047619 
 
If using a Minimum Confident value of 0.7, the rules that can be used are as shown in table 3. Meanwhile, 
other rules are not used because they are below the minimum confident value used. 
 

Table 3. Overall Song Rule Results 
Rules Confidence 

{ Am, Em } → { G } 0,96875 
{ G, Em } → { Am } 0,768595041322314 
{ G, Am } → { Em } 0,7622950819672131 
{ Em } → { G, Am } 0,7619047619047619 
{ Am } → { G, Em } 0,75 
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Based on the results shown in table 3, the songs collected in the database from the 1990s to 

200s, mostly used three chord combinations Am, Em and G. From table 3, the rule with the highest 
confidence value is the rule: 
 

{Am, Em} → {G} 
 
Shows that for most chord combinations that start with Am and Em, it is always followed by a G key 
throughout the entire chord of the song. 
 
Conclusions  
From the experiments that have been carried out, several conclusions can be drawn. The first conclution 
is that of all the songs in the database, the G chord is the chord that appears the most, with 168 followed 
by the Am chord with 128 and the Em chord with 126, which shows that these chords were the most 
popularly used in Indonesian pop songs in the era of 1990 to 2000s. The second conclution about the 
association rules that can drawn from Indonesian pop songs chord is {Am, Em} → {G}, which show that 
in Indonesian pop song in the era of 1990 to 2000s, the chord that start with Am and Em, will be followed 
by a G key. Then main finding from the research show that only one assocation rules that can be drawn 
from Indonesian pop song in the era of 1990 to 2000s. This finding need more research in the future to 
broaden the area of Indonesian song, by genre or the era, to show another possibilities association rules. 
The more song that included in the research can give more insight and another perspectives that may 
give us a new association rules. Another way is not only included the first chord, but the chord that 
included in the chorus might be able to show us another great results. 
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